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BEYOND WINDOW DRESSING: PUBLIC PARTICIPATION FOR MARGINALIZED COMMUNITIES IN THE DATAFIED SOCIETY
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We live in a datafied society in which our personal data is being constantly harvested, analyzed, and sold by public and private entities, and yet we have little control over our data and little voice in how it is used. In light of the impacts of algorithmic decision-making systems—including those that run on machine learning and artificial intelligence—there are increasing calls to integrate public participation into the adoption, design, and oversight of these tech tools. Stakeholder input is particularly crucial for members of marginalized groups, who bear the disproportionate harms of data-centric technologies. Yet, recent calls for public participation have been mostly hortatory and without specific strategies or realistic recommendations. As this Article explains, policymakers need not operate from a blank slate. For decades, a variety of American statutory regimes have mandated public participation, such as in the areas of environmental law, land use law, and anti-poverty programs. Such mandates have had outsized effects on communities suffering from economic disadvantage and racial and ethnic discrimination. This Article contends that we should examine these regulatory mandates in thinking about how to include the perspectives of marginalized stakeholders in the datafied society. The core takeaway is that meaningful public participation is extremely challenging and does not happen without intentional and inclusive design. At its best, public input can improve outputs and empower stakeholders. At its worst, it operates as a form of “window dressing,” in which marginalized communities have no real power to effect outcomes, thus generating distrust and alienation. Case studies show that meaningful public participation is most likely to result
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when there are hard-law requirements for public participation and when
decision-makers operate transparently and recognize the value of the
public’s expertise. In addition, impacted communities must be provided with
capacity-building tools and resources to support their engagement. As
legislative proposals to enhance tech accountability—through algorithmic
impact assessments, audits, and other tools—gain steam, we must heed these
lessons.

INTRODUCTION

In 2019, the landlord of Atlantic Plaza Towers in Brooklyn, New York,
told its tenants that their keys would be replaced with facial recognition
technology (FRT).\(^1\) Going forward, they would gaze into a camera rather
than use their keys to access their homes. According to the landlord, this
technology would lead to enhanced security.\(^2\) The tenants at the
rent-stabilized building, who were primarily low-income women of color,
rebelled. As tenant Icemae Downes said, “We should not feel like
we’re in a prison to enter into our homes.”\(^3\) The tenants jointly filed a formal
complaint, asserting that the technology is an “unnecessary invasive layer

\(^1\) Ginia Bellafante, The Landlord Wants Facial Recognition in Its Rent-Stabilized

\(^2\) Erin Durkin, New York Tenants Fight as Landlords Embrace Facial Recognition
Cameras, GUARDIAN (May 30, 2019, 1:00 AM), https://www.theguardian.com/cities/2019/
may/29/new-york-facial-recognition-cameras-apartment-complex [https://perma.cc/W6MN-
V9KV].

\(^3\) Tanvi Misra, The Tenants Fighting Back Against Facial Recognition Technology,
07/when-facial-recognition-tech-comes-to-housing [https://perma.cc/W5B6-APRG].
which the Owner has yet to establish provides any additional or needed security." §4 These tenants were well aware of the dangers of facial recognition technology: its low accuracy rates for women and people of color, with attendant risks of mistaken identity,§5 its accessibility to law enforcement without a warrant,§6 and its chilling effects on free expression.§7 After intense public scrutiny, the landlord ultimately dropped the plan.§8 Yet, if the landlord had asked for the tenants’ input in advance, or if the city had adopted laws or guidance for tenant input into appropriate uses of algorithmic decision-making systems, the situation may never have devolved into protests and litigation. Perhaps, through public participation, the tenants and the landlord could have identified building-access tools that did not demean and demoralize tenants, while meeting the landlord’s proclaimed desire for security. Without mechanisms for public input, that opportunity was lost.

In light of the impacts of algorithmic decision-making systems, including those that run on machine learning and artificial intelligence (AI), there are increasing calls to integrate public participation into the adoption, design, and oversight of these tech tools.§9 Within political theory and the field of public
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5. Joy Buolamwini & Timnit Gebru, Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification, 81 Proc. Mach. Learning Rsch. 77, 85–86 (2018) (error rates for lighter-skinned men were lower than 1 percent, while error rates for women of color were up to 33 percent).


administration, public participation is touted for increasing knowledge about problems and solutions, improving the outcome of decisions, and bringing social values into technical and scientific decision-making. In addition, it can imbue participants with greater civic skills, redistribute power, and enhance the legitimacy of decision-making. Nevertheless, public participation is not a panacea, and the barriers to meaningful participation are many. It can be challenging for laypeople to participate when the policies at issue are complex. Moreover, traditional participatory mechanisms involve notice and comment and/or public hearings in which citizens can feel like they are engaged in a ritualistic process with no real opportunity to have an impact. Further, people who show up to participate tend to have greater socioeconomic resources, while marginalized groups can struggle to access participatory processes or to be taken seriously. Even worse, policy makers


15. See LaToya Baldwin Clark, The Problem with Participation, MOD. AM., Summer 2013, at 20, 22 (“Participation . . . can only be a fair way to distribute resources if those called to participate are equivalently equipped to be full participants, and to capture scarce resources in the form of services and attention.”); see also Archon Fung, Putting the Public Back into
can use public participation as a form of “window dressing” to approve
controversial policies, generating distrust and potentially alienating
communities from the political process. In light of the power imbalances
embedded in technological systems, there is a growing concern that
“participation-washing,” or purely performative participation without
attention to power dynamics, could become the “next dangerous fad.”

The stakes are high. We live in a datafied society in which our personal
data is being constantly harvested, analyzed, and sold by public and private
entities, and yet we have little control over our data and little voice in how it
is used. Businesses earn millions of dollars from consumers’ personal data,
using it to target people for ads urging them to book a certain hotel room or
to buy a certain running shoe, and then to decide how much they will pay for
those goods as compared to their neighbors. More significantly, the big
data ecosystem acts as a gatekeeper to life’s necessities, such as jobs,
housing, and education. Algorithms—or computerized decision-making
systems—determine who will be tracked by the police and who will roam
freely, who will obtain an affordable mortgage and who will be redlined into
predatory loans, and who will attend an affordable college to obtain a degree
that leads to a job and who will be targeted for high-interest loans at a
for-profit school that leaves them indebted and unlikely to graduate.

Low-income people are usually on the losing end of these sorting
systems. They are relentlessly pursued across the internet with offers for
subprime financial products and services; indeed, an entire consumer
reporting industry exists to scrape data about vulnerable consumers and sell
it to interested industries. At the same time, they are excluded from
mainstream opportunities in employment, housing, education, health care,

and financial services due to unfavorable digital profiling systems that amass millions of data points about consumers and segment them into fine-grained categories of worthiness. To obtain public benefits, low-income people must navigate complex and often inaccessible online platforms that are not designed with their needs in mind. These automated decision-making systems often deny or reduce benefits without transparency or due process, leaving thousands of people adrift without state support or any justification.23 Layered on top of this data profiling are surveillance tools, such as facial recognition technology, that are increasingly deployed in workplaces, schools, and public housing projects to control poor and underrepresented populations.24 School surveillance of student computers feeds the school-to-prison pipeline; predictive policing algorithms reinforce and expand policies of over-policing and mass incarceration; and workplace algorithms monitor low-wage workers and shape their performance in ways that cause physical and psychological injuries.25 In short, marginalized people disproportionately bear the brunt of harms in a datafied society.

As a result, in crafting public participation mandates for algorithmic systems, the needs of marginalized persons should be central.26 Yet, recent calls to center the voices of marginalized groups within public participation mechanisms for technological systems have been mostly hortatory, without specific strategies or realistic recommendations.27 Nevertheless, policy makers need not operate from a blank slate. Various American statutory regimes have mandated public participation for decades, such as in the areas of environmental law, land use law, and anti-poverty programs, each of which has outsized effects on communities suffering from economic disadvantage and racial and ethnic discrimination. This Article contends that we should examine these regulatory mandates for public participation in thinking about how best to include the perspectives of marginalized stakeholders in the datafied society in order to reduce the harmful impacts of algorithmic systems on vulnerable communities. In surveying these other regulatory regimes, the core takeaway is that meaningful inclusion of

23. See generally Valentine, supra note 9.
25. Id. at 387.
26. In using the term “marginalized,” this Article does not intend to flatten the unique experiences and histories of different groups and individuals in the United States. The term is used to describe groups who have been subject to structural forms of oppression at the hands of state and private entities, such as a denial of voting rights and political power, lack of equal access to capital and job opportunities, and segregated housing and educational systems. Despite these overlapping forms of oppression, these groups—which include Black, Latinx, Indigenous, and Asian Americans, as well as low-income people of all racial, ethnic, and gender backgrounds—have lengthy histories of resistance and resilience. In using the term “marginalized,” this Article focuses on the largely shared experience of these groups, which consists of newly emerging modes of oppression and discrimination that are embedded in algorithmic systems. On the challenges of using anti-racist language that is accurate and centers the experiences of the people being described, see generally Meera E. Deo, Why BIPOC Fails, 107 VA. L. REV. ONLINE 115 (2021).
27. One notable exception is advanced by Okidegbe, supra note 16 (discussing the need for input by marginalized communities in algorithms used in bail decisions).
disadvantaged groups in policymaking is extremely challenging, and it fails more often than it succeeds. The window dressing critique is a serious one. Nevertheless, public participation can work when lawmakers and agencies craft intentional and inclusionary structures that grant stakeholders some level of power to effect outcomes. As public participation mandates are integrated into new laws for algorithmic accountability, we should heed these lessons.

Part I traces emerging tech governance statutes and proposals that adopt a participatory norm. Algorithmic impact assessments (AIAs) have emerged as the front-runner for enhancing fairness, transparency, and accountability; they generally involve multiple stakeholders in a formal, evaluative process that documents the anticipated impacts of algorithmic systems. Unfortunately, most AIA proposals give short shrift to public participation and thus risk involving citizens in mere window dressing processes—i.e., appearing to engage the public, but in fact using their presence to rubber-stamp predetermined outcomes. Part I compares AIAs to participatory design principles and tech resistance movements, which also bring public participation into the datafied society, but without a regulatory mandate. Part II analyzes the theoretical foundation for folding public participation into laws governing data-centric technologies. Public participation models differ widely in the amount of power they grant to citizens, with consequences not only for the substantive legal regime at issue, but also for democracy. Moreover, public participation within the datafied society poses particular benefits and drawbacks given the complexities of technological systems, their lack of transparency, and the compounding of algorithmic harms on marginalized communities. Thus, to avoid the perils of window dressing, models of public participation should be intentionally crafted with clear goals in mind. To guide the development of these models, Part III looks to public participation mandates and their impact on marginalized communities in other legal regimes, including environmental law, land use laws, and anti-poverty programs. This part reflects on the effectiveness of these mandates for enhancing democracy for marginalized communities and suggests lessons for drafters of public participation requirements within algorithmic governance regimes.

I. PUBLIC PARTICIPATION FOR ALGORITHMIC ACCOUNTABILITY

Computer scientists frame concerns and evaluate solutions for algorithmic systems through the values of fairness, transparency, and accountability.\(^\text{28}\) Algorithmic impact assessments (AIAs) have emerged among policy makers, academics, and advocates as a front-runner for incorporating these values into technological regimes.\(^\text{29}\) AIAs generally involve an analysis of the
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\(^\text{29}\) Requiring audits is another popular proposal for enhancing tech accountability, although such proposals do not generally envision a strong role for the community. The term “algorithmic audit” generally means “almost any kind of empirical study of algorithms.”
proposed or existing societal impacts of an algorithmic system.\textsuperscript{30} AIAs hold
significant potential for enhancing public participation. However, the
mechanisms for engaging the public in the AIA process have not been fully
theorized or implemented. Nor has attention been paid to the particular needs
of marginalized people and the barriers they face in public participation
regimes. Given that marginalized people are disproportionately
disadvantaged by algorithmic systems, this oversight risks reinforcing
algorithmic harms. Accordingly, this part surveys the landscape of proposed
and existing AIA mandates to identify how public participation is playing a
role in algorithmic accountability proposals. Overall, existing notions of
public participation within algorithmic accountability are modest or
undeveloped.\textsuperscript{31}

A. Proposals for Public Participation

Numerous scholars, tech industry insiders, and civil society researchers
have proposed the adoption of AIAs, and in response, some state and local
jurisdictions have passed laws that include AIA-style requirements.\textsuperscript{32} They
aim to bring social values in to technical systems and “to create and provide
documentation of the decisions made during development and their
rationales, which in turn can lead to better accountability for those decisions
and useful information for future policy interventions.”\textsuperscript{33} Conceptually,
AIAs are modeled after environmental impact assessments, which are legally
required before any federal agency action impacting the environment is

\textsuperscript{30} Andrew D. Selbst, An Institutional View of Algorithmic Impact Assessments, 35 Harv. J.L. & Tech. 117, 127 (2021) (“An Algorithmic Impact Assessment is a process in which the developer of an algorithmic system aims to anticipate, test, and investigate potential harms of the system before implementation; document those findings; and then either publicize them or report them to a regulator.”).

\textsuperscript{31} See id. at 160 (“Though many of the specific AIA proposals envision input from affected communities, none of the proposals has much detail or a workable vision for how to accomplish it.”). Professor Andrew D. Selbst notes that while many developers focus on testing the user experience, this does not engage with the people “who are subject to decisions that the systems are used for.” Id. at 184.

\textsuperscript{32} Id. at 122–23.

\textsuperscript{33} Id. at 122.
undertaken. AIAs also share lineage with impact assessments in other areas such as the human rights and privacy practices of government agencies. For instance, an AIA can be undertaken at multiple points during an algorithmic system’s life cycle—before an automated decision-making system is deployed, during its operation, or at all phases. Some AIA models apply only to government agencies, others focus on private entities, and some cover both. Some rely on voluntary compliance, while others are legally mandated.

Another point of difference is the extent to which public disclosure and participation are folded into the assessment process. Academic proposals borrow heavily from the Environmental Impact Statement (EIS) model, although those proposals have not emphasized public participation to the same extent that environmental law requires it. Professor Andrew Selbst is the leading theorist on the ways in which AIAs can enhance algorithmic decision-making and goes the furthest in envisioning a role for the public. He explains the value of the AIA process:

Given the information disparities between developers on the one hand, and policymakers and the public on the other, regulation that can slow down the development process, create pathways for public input, and push information out to the public can be an important step toward both mitigating current harms and developing better, more concrete regulation in the future.

With regard to the public sphere, he recommends mandatory “algorithmic impact statements” for police departments that adopt predictive policing.
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34. Id. at 127. Environmental impact assessments are discussed at length infra Part III.A.
35. Selbst, supra note 30, at 122.
38. Id. at 18.
40. Professor Sonia Katyal proposes to reduce algorithmic bias and discrimination in private automated systems through “human impact statements,” which would “create a framework for awareness” of “how big data can impact certain groups,” but she does not offer mechanisms for public input in her proposal. Sonia K. Katyal, Private Accountability in the Age of Artificial Intelligence, 66 UCLA L. Rev. 54, 115, 117 (2019) (“The advantage of employing a rigorous system of impact statements stems from enlisting engineers to explain their design choices, evaluate their efficacy, include alternative configurations, and consider whether any disparate impact has been created for a subpopulation.”). Similarly, Professor A. Michael Froomkin suggests regulating mass surveillance in public and virtual spaces through “privacy impact notices” that would assess “the broader societal impacts of surveillance on society” as a way to encourage “greater incentives to build in privacy protections.” A. Michael Froomkin, Regulating Mass Surveillance as Privacy Pollution: Learning from Environmental Impact Statements, 2015 U. Ill. L. Rev. 1713, 1747, 1752. He does not, however, describe the public’s role in this process beyond suggesting that the EIS process for public comment would be mirrored in his proposal.
41. Selbst, supra note 30, at 125.
technologies; these tools use data mining techniques to predict crime and raise serious risks of producing racist outcomes. Selbst states that public comment is an “incredibly important part” of his proposal that is not “a panacea,” but that would surface issues around fairness and public values. With regard to the private sphere, Selbst explains how AIAs can shine a light on algorithmic harms, which are mostly “unknown and hard-to-measure.” Still, AIAs can raise concerns of self-interest and bias because they are implemented by the same firms that they seek to regulate. Thus, he explores the institutional dynamics within organizations, concluding that the most realistic outcome of the AIA process will be “producing information needed for better policy and public understanding.”

He acknowledges the hurdles to involving the community in a meaningful way, noting that existing scholarship is “unsatisfying” and calling for greater engagement and consideration on these issues.

For their part, civil society groups have articulated a robust role for public input in algorithmic systems. In 2018, the AI Now Institute proposed an influential, albeit unadopted, algorithmic impact assessment process for New York City public agencies that adopt automated decision systems. AI Now described the myriad of algorithmic systems used by the city, ranging from predictive policing to optimizing energy use to evaluating public school teachers. The AI Now framework for AIAs is designed “to support affected communities and stakeholders as they seek to assess the claims made about these systems.” It intentionally involves “a wide range of individuals, communities, researchers, and policymakers to participate in accountability efforts.” Under the proposal, once an agency discloses that it will adopt an automated decision system, there is a period for public comment, as well as a subsequent opportunity for the public to challenge noncompliant agencies. AI Now calls on public agencies to “proactively engage affected communities to ensure that a system meets a given community’s goals” in order to accurately assess cultural and social harms.

Researchers at Data & Society have examined impact assessments in a variety of regimes to identify their constitutive components, pinpoint the conditions under which they succeed or fail, and suggest a menu of options for policy makers in crafting AIA mandates. They find that public consultation can be a “hollow requirement” if it lacks goals beyond “mere

43. Id. at 178.
44. Selbst, supra note 30, at 123.
45. Id. at 124.
46. Id.
47. Id. at 160–61.
48. Id. at 160.
49. See generally REISMAN ET AL., supra note 9.
50. Id. at 4.
51. Id. at 7.
52. Id. at 15.
53. Id. at 18.
notification.” Further, vulnerable individuals and communities may lack knowledge of the harms they face from algorithmic systems, the remedy for which requires education, outreach, and engagement efforts, as well as compensation for time expended. The Data & Society criteria for building an AIA are attentive to the power imbalances implicated in public participation processes. These civil-society visions for meaningful public input are largely missing in existing and proposed regulatory reforms.

B. Algorithmic Impact Assessments in Law

How have these ideas been translated into the real world? This section describes proposed bills and enacted laws that require AIA-type processes, starting with the most broadly applicable law on a jurisdictional basis and ending with the narrowest. Overall, robust public participation rights remain elusive, other than in the context of a handful of municipal statutes governing surveillance.

In the European Union, the General Data Protection Regulation (GDPR), in effect since 2018, governs the collection and flow of personal data for EU residents. The GDPR places multiple obligations on the entities that gather, hold, and use personal data (called “data controllers”), while also granting consumers (called “data subjects”) certain qualified rights to control their personal information. The GDPR requires some level of public participation through Data Protection Impact Assessments (DPIAs), which are reports that data controllers must prepare whenever automated processing, particularly using new technologies, “is likely to result in a high risk to the rights and freedoms of natural persons.” A DPIA must contain a description of the intended processing and its purposes, the necessity and proportionality of the processing, the risks to the rights and freedoms of data
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54. Moss et al., supra note 36, at 21.
55. See generally id.
56. For a list of algorithmic accountability tools used in the public sector, see Ada Lovelace Inst., AI Now Inst., & Open Gov’t P’ship, Algorithmic Accountability for the Public Sector 9 (2021), https://www.opengovpartnership.org/wp-content/uploads/2021/08/algorithmic-accountability-public-sector.pdf [https://perma.cc/9VF5-552H]. In reviewing these AIA mechanisms, the authors conclude that “[m]ost of the AIA mechanisms reviewed do not establish clear processes for public participation, for ensuring transparency or public access to the outcomes, or clear lines of accountability linking back to the use of algorithmic systems by public agencies.” Id. at 23.
58. Id. art. 4(7), (1). “Personal data” is defined as “any information relating to an identified or identifiable natural person.” Id. art. 4(1). For instance, under the GDPR, data subjects have rights to request an explanation for algorithmic outputs, to erase certain personal data from online databases, and to withdraw their consent from data processing. Id. art. 15(1)(h) (right to explanation); id. art. 17 (right to be forgotten); id. arts. 7(3), 21 (right to withdraw consent).
59. Id. art. 35. High-risk situations include profiling that has significant effects, processing of sensitive categories of personal data (including criminal convictions), and large-scale monitoring of public areas. Id.
subjects, and the steps and safeguards the controller is taking to protect personal data.60

Data subjects have a role in the DPIA process, albeit one that remains undefined: “Where appropriate, the controller shall seek the views of data subjects or their representatives on the intended processing . . . .”61 The Article 29 Working Party, an advisory body that interprets the GDPR, has further elaborated on DPIAs through a set of guidelines.62 The guidelines suggest that controllers can obtain public views through a variety of means, including “survey[s] sent to the data controller’s future customers,”63 as well as through expert consultations with lawyers, IT experts, sociologists, and ethicists.64 DPIAs are not required to be made public, although the guidelines recommend it,65 and DPIAs are not automatically reviewed by any government authority. Accordingly, they have been critiqued for failing to require adequate public input or disclosure. To strengthen the accountability mechanisms of DPIAs, Professors Margot Kaminski and Gianclaudio Malgieri urge for the adoption of stronger requirements for public input, advocating that DPIAs should “better involve and engage impacted individuals, not just through surveys but through representative boards.”66 They also encourage “companies, or regulators, to help fund the involvement” of impacted individuals and to “provide technical expertise or the resources for obtaining technical expertise.”67

In an approach that differs from the European Union’s with the GDPR, Canada has adopted a scored model of algorithmic accountability. Since April 2020, a Directive on Automated Decision-Making has required Canadian federal government agencies to perform algorithmic impact assessments.68 The assessments consist of a rubric of sixty questions that aim to assess the risks of an automated system based on factors such as individual rights, well-being, and economic interests.69 Critics of the

60. Id. art. 35(7)(a)–(d).
61. Id. art. 35(9).
63. Id.
64. Id. at 14.
65. Id. at 17.
66. Kaminski & Malgieri, supra note 9, at 139.
67. Id. Kaminski and Malgieri highlight the ways in which DPIAs function as a bridge between the GDPR’s individual-rights framework and its cooperative, public/private governance system. The DPIA tasks companies with engaging in a “form of monitored self-regulation” that “consider[s] risks of unfairness, error, bias, and discrimination, and . . . come[s] up with concrete ways of mitigating those risks.” Id. at 131.
69. Id. Depending on the score, the system is sorted into a tier of highest to lowest risk, and additional accountability requirements—such as peer review, public notice, and human involvement in decision-making—hinge on these scores. Id.
Canadian system note that a scored, yes/no rubric is a particularly shallow form of accountability because it does not require an accounting of the workings of the automated decision system, a description of the epistemic practices and metrics used, or even details on how such systems are assembled.70 Furthermore, public input has no role in the assessment.

The United States has not yet enacted a comprehensive algorithmic accountability or data privacy law. In 2022, a proposed federal privacy law called the American Data Privacy and Protection Act71 (ADPPA) made it further along in the legislative process than any of its many predecessors, clearing the House Committee on Energy and Commerce by a vote of 53–2.72 Its chances of passage by the full Congress are mixed,73 but even if it fails to move forward in 2022, it is the result of intense bipartisan negotiations and thus the likely template for any future bills. In its current form, the ADPPA requires large companies to conduct annual algorithm impact assessments that describe the purpose and design process for their algorithms, the data inputs and proposed outputs, and the steps the company has taken to mitigate potential harms, including injuries to civil rights.74 In conducting the assessments, companies must use external, independent auditors or researchers and submit the assessments to the Federal Trade Commission, with an option to make a summary publicly available.75 Large companies are also required to conduct biennial, written privacy impact assessments weighing the benefits of data processing against the potential adverse consequences to individual privacy interests.76 Further, regardless of size, all companies that process covered data are required to proactively evaluate the risks of their automated decision-making systems.77 Notably, however, the ADPPA does not require—or even mention—a role for public consultation in any of these assessments or evaluations.78

70. MOSS ET AL., supra note 36, at 32; see also Selbst, supra note 30, at 148 (“While the questions that the Canadian AIA asks are thoughtful, they are fixed and quite general.”).
72. In general, the bill requires covered entities to minimize the amount of data they collect, provides consumers with a series of rights to control the collection and use of their data, and bans targeted advertising to children and to any persons who opt out. Id. §§ 101, 201–210. It bolsters civil rights by forbidding the use of covered data in a manner that discriminates on the basis of race, color, religion, national origin, sex, or disability. Id. § 207(a). It compromises on two long-standing political sticking points—allowing federal preemption of most state laws (favored by Republicans), as well as a private right of action to enforce its provisions (favored by Democrats). Id. §§ 204(b), 403(a).
74. H.R. 8152 § 207(c).
75. Id.
76. Id. § 301(d).
77. Id. § 207(c)(2).
78. It is possible that such requirements would be set forth in implementing regulations issued by the Federal Trade Commission. Id. § 207(c)(5).
Given that the United States continues to lack a comprehensive data privacy law, some states are moving to fill the gap. The first comprehensive data privacy law among the states was the California Consumer Privacy Act (CCPA), which went into effect in January 2020. It gives consumers certain rights to control the personal data that businesses collect about them, including a right to know what information is collected and how it is used. The CCPA requires the California attorney general to solicit public opinion in crafting regulations (a regular feature of administrative rulemaking), but it does not appear to require ongoing public participation in monitoring the law’s implementation as does the GDPR, as it does not require any sort of impact assessment. However, in January 2023, the California Privacy Rights Act (CPRA) will fully supplant the CCPA. The CPRA mandates regular risk assessments for processing activities that present “significant risk” to consumers. The assessment must indicate whether data processing involves sensitive personal information, and it must identify and weigh the benefits resulting from data processing against the potential risks to consumers. The CPRA does not expressly mention public participation in connection with the assessment process, although the public will have opportunities to comment on implementing regulations and, in turn, those regulations might require some form of public consultation.

In addition to California, four states—Colorado, Connecticut, Utah, and Virginia—have passed their own privacy laws; all except Utah require some form of risk assessment. For example, Virginia’s privacy law foresees a different role for the public than the CCPA does, but like the CCPA, it is similarly constrained. In 2021, Virginia became the second state to adopt a comprehensive privacy law; it blends certain aspects of the CCPA and GDPR, giving consumers a right to access, correct, and delete their personal information held by businesses. Like the GDPR, Virginia’s Consumer Data Protection Act requires businesses to conduct “data protection assessments” when processing personal data in a way that poses risks to...

80. Id. § 1798.198(a).
81. Id. § 1798.185(a).
85. CAL. CIV. CODE § 1798.185(a)(15).
86. Id.
consumers. However, the act envisions no role for public input; to the contrary, the assessments are considered confidential, privileged, and exempt from freedom of information laws. Only the state attorney general has the right to review them. Outside input is envisioned only with regard to a statutorily required, temporary work group charged with reviewing the act and considering implementation issues; members of the work group include businesses, government officials, and consumer rights advocates. It does not envision participation by members of the general public.

Yet another approach for public input was adopted by Washington State when it passed a facial recognition privacy bill in 2020, prohibiting the deployment of FRT without “meaningful human review” of its outputs and requiring employee training on the technology’s limitations. The act requires public notice before a government agency uses facial recognition technology. It requires at least three community meetings and a published report outlining the technology’s potential impact on civil liberties before an FRT is approved. However, as the ACLU has critiqued, the accountability reports do not require any regulatory approval, and agency compliance is unenforceable.

Perhaps the strongest version of public participation to date is contained in City of Seattle Ordinance 125679, which is part of a wave of at least sixteen local laws enacted since 2015 to govern the adoption of surveillance technologies at the local level. These laws have been spurred by the confluence of racial justice concerns about over-policing of minority communities and revelations of secret government surveillance programs. Minority communities in particular are heavily surveilled, and as a result, residents’ data become embedded in government databases that feed predictive policing algorithms used by law enforcement to identify “hot spots” for increased patrolling. This creates a self-reinforcing feedback

90. Id. § 59.1-579.
91. Id. § 59.1-575.
92. Id.
93. Id. §§ 59.1-575 to 59.1-585.
95. Id.
96. Id.
100. See Meg Young, Michael Katell & P.M. Kraffit, Municipal Surveillance Regulation and Algorithmic Accountability, BIG DATA & SOC’Y, July–Dec. 2019, at 1, 2.

In other words, people are arrested because they have a history of arrests. Whereas the federal and state governments have been slow to rein in law enforcement surveillance tools, “the arrival of big data in the urban environment” has led to privacy lawmaking at the local government level, a trend Ira Rubenstein labels “privacy localism.”\footnote{103}{Ira Rubenstein, Privacy Localism, 93 WASH. L. REV. 1961, 1965–66 (2018).}

Seattle enacted its surveillance ordinance\footnote{104}{For a history of police surveillance in Seattle, see Crump, supra note 9, at 1605–15.} with the express goals of mitigating civil liberties concerns and incorporating racial equity principles in the adoption and use of surveillance technologies.\footnote{105}{The ordinance defines “surveillance technology” as “any electronic device, software program, or hosted software solution that is designed or primarily intended to be used for the purpose of surveillance,” subject to various exceptions. SEATTLE, WASH., MUN. CODE § 14.18.010 (2022).} The ordinance contains several provisions for public input.\footnote{106}{The Seattle surveillance ordinance appears to be the most robust of all the municipal statutes in terms of public participation, although Oakland, California, has a similar statute. See Young et al., supra note 100, at 10.} Under the ordinance, each city department must prepare a “surveillance technology determination list” that publicly identifies all surveillance technologies that it is using or considering adopting, as well as a surveillance impact report (SIR) for each technology.\footnote{107}{MUN. CODE § 14.18.020.} The SIR must describe the technology, its planned or foreseeable uses, its potential impacts on civil rights, the benefits to the public from the technology’s adoption, and a description of public engagement efforts—including public presentations, structured discussions, and public feedback received.\footnote{108}{Id. § 14.18.040.} The ordinance specifically states that “[t]he community meeting or meetings should be accessible, be noticed in multiple languages, be held in communities impacted by the proposed acquisition, and collect information about potential disparate impacts on disadvantaged groups.”\footnote{109}{Id. § 14.18.020(C).}

Following the drafting of the SIR, a “Community Surveillance Working Group” is tasked with evaluating the SIR, along with any public comments, then preparing a privacy and civil liberties impact assessment.\footnote{110}{Id. § 14.18.080(B)(1).} Under the ordinance, the working group must have at least five members from “equity-focused organizations” that are focused on groups historically subject to disproportionate surveillance.\footnote{111}{Id. § 14.18.080(A)(3).} The surveillance technology must also be approved by the city council\footnote{112}{Id. § 14.18.020(A).} and remains subject to an annual equity impact assessment that considers public complaints or concerns.\footnote{113}{Id. § 14.18.050(A).}
Moreover, steps for further review are required if a surveillance technology’s functionality materially changes after its initial approval.114 While this ordinance is narrowly tailored to surveillance technologies, it demonstrates an understanding of the benefits and barriers that marginalized populations face in engaging in public comment. Still, implementation of the ordinance has not been without bumps. One barrier to public engagement is the length of time to write the SIR—usually about six to seven months.115 Another is the length of the completed SIRs; for instance, the SIR on the police department’s use of automated license plate readers in patrol cars runs 349 pages long and can be too lengthy and complex to engage the general public.116 Thus, implementing public participation in ways that are meaningful and accessible is itself an ongoing process, even if a robust statutory framework is in place.

C. Nonregulatory Approaches to Public Participation

Although this Article focuses on bringing public participation into regulatory regimes, it is essential to acknowledge that citizens can and do provide feedback on algorithmic systems through other routes, often with more force and effect. Both technical design methods and protest movements have brought increased transparency and accountability to certain automated systems.

Participatory design is a technical, engineering method for enhancing accountability in which technology designers collaborate with users in developing automated systems.117 The philosophy is straightforward: “All participatory methods recognize users as authorities over their own social context and hold that active cooperation with designers can make meaningful input or control possible.”118 The participatory design process brings user

114. Id. § 14.18.020(F).
116. See Young et al., supra note 100, at 6.
117. Michael Katell, Meg Young, Dharma Dailey, Bernease Herman, Vivian Guetler, Aaron Tam, Corinne Bintz, Daniella Raz & P.M. Krafft, Toward Situated Interventions for Algorithmic Equity: Lessons from the Field, 2020PROC. CONG. ON FAIRNESS ACCOUNTABILITY & TRANSPARENCY 45, 46. The field of participatory design includes “user-led innovation, user-centered design (UCD), human-centered design (HCD), inclusive design, and codesign.” SASHA COSTANZA-CHOCK, DESIGN JUSTICE: COMMUNITY-LED PRACTICES TO BUILD THE WORLDS WE NEED 85 (2020); see also Madisson Whitman, Chien-yi Hsiang & Kendall Roark, Potential for Participatory Big Data Ethics and Algorithm Design: A Scoping Mapping Review, 2PROC. 15TH PARTICIPATORY DESIGN CONG. 1 (2018).
118. Katell et al., supra note 117, at 46; see also Erling Bjorgvinsson, Pelle Ehn & Per-Anders Hillgren, Design Things and Design Thinking: Contemporary Participatory Design Challenges, DESIGN ISSUES, Summer 2012, at 101, 103 (“Participatory Design, seen as
values into system design and can “combin[e] business-oriented and socially sensitive perspectives.” Methods for participatory design vary widely and can include design workshops, evaluation of mock-ups and prototypes, and the “use of metaphors, design fiction, and futuristic scenarios,” all with the goal of making “critiques and alternative visions for sociotechnical systems more accessible.” Participatory design is not required by law; rather, it is voluntary on the part of technology designers and adopters whose incentives include creating superior products that are more likely to gain public acceptance.

Relatedly, the design justice movement is an explicitly political vision of participatory design with commitments to dismantling “the ways that design reproduces and/or challenges the matrix of domination (white supremacy, heteropatriarchy, capitalism, ableism, settler colonialism, and other forms of structural inequality).” It consists of design practitioners working in collaboration with social movements and community-based organizations, in recognition that “[d]esign mediates so much of our realities and has tremendous impact on our lives, yet very few of us participate in design processes.” Whereas standard participatory design practitioners may value user input, it “has sometimes (at worst) been reduced to an extractive process to gather new product ideas.” Accordingly, as Sasha Constanza-Chock explains, “the most valuable ingredient in design justice is the full inclusion of, accountability to, and control by people with direct lived experience of the conditions designers claim they are trying to change.” Practitioners of design justice are organized around a set of core principles, including recognizing “the role of the designer as a facilitator rather than an expert” and considering all community members as experts “based on their own lived experience.”

With its defiance of conventional design norms, design justice shares commitments with social and labor protest movements for tech accountability. Professor Hannah Bloch-Wehba categorizes these movements as the “democratic vision” for AI, where ordinary people design of Things, has its roots in the movements toward democratization of work places in the Scandinavian countries.”
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challenge the ways in which governments are partnering with private actors to supply new technologies for use in the criminal, immigration, and national security legal systems. The actions by the tenants of Atlantic Plaza Towers, discussed earlier, constitute a perfect example of this organizing and activism. Unlike more technocratic approaches to AI accountability, such as AIAs and audits, the democratic vision is powered by tech workers, immigrant rights activists, police abolitionists, and community-based organizers who are “demand[ing] democratic participation and control of the mechanisms of governance.” For instance, Bloch-Wehba highlights local activists organizing against police use of facial recognition technology in cities across the United States, who were joined by tech workers at Amazon who opposed FRT’s role in surveilling Black Americans. This ultimately resulted in Amazon putting a yearlong moratorium on FRT sales to police, followed by similar announcements from IBM and Microsoft. Further, in response to civic organizing, some cities have moved to ban FRT outright, rather than simply moving to improve its accuracy or narrow its scope.

There are countless examples of tech resistance, including housing activists using open data to track landlords pursuing wrongful evictions, worker coalitions advocating to enact fair-workweek laws to counter algorithmic scheduling systems that destabilize workers’ lives, student protests against the surveillance of online proctoring, and citizens...

---
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protesting “smart city” technologies.  

Even when these campaigns do not achieve their goals, they bring much needed awareness of problematic tech practices, which can lay the groundwork for substantive reforms down the road. While regulatory, technical, and resistance approaches to algorithmic accountability provide different modes of public input, they can coexist and strengthen each other. The truth is that complementary, iterative, and ongoing modes for civic participation are necessary to effectuate change for historically disempowered people. One advantage of a regulatory approach is that it is mandated, ensuring public input regardless of whether there are grassroots organizing efforts or voluntary corporate initiatives. Given the lack of transparency surrounding many algorithmic systems, a regulatory requirement is important for fostering accountability. The downside to a regulatory approach is that it may not be as flexible and dynamic as these other modes, and, as experience demonstrates, it is less likely to challenge or disrupt existing power structures that can oppress marginalized people. That is the core challenge of the regulatory approach to public participation.

II. THEORIZING PUBLIC PARTICIPATION

Before examining public participation mandates in other legal regimes, it is worth considering why citizen engagement for algorithmic accountability matters in the first place. After all, the United States has a representative democracy in which elected officials enact laws, and accountability presumably flows from the electoral process. For theorists of minimal democracy, this is more than adequate. And this is a fair description of how data privacy and algorithmic accountability laws are currently shaped, i.e., through political action, or more to the point, inaction. There are very few mechanisms for public input on the technology that governs our lives and very little evidence to suggest that technology concerns are driving electoral contests in today’s highly polarized political environment. Nevertheless, the United States has a rich history of public participation pushback-is-growing-against-automated-proctoring-services-but-so-is-their-use [https://perma.cc/RFH5-NSRW].
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143. See Reeve T. Bull, Making the Administrative State “Safe for Democracy”: A Theoretical and Practical Analysis of Citizen Participation in Agency Decisionmaking, 65 ADMIN. L. REV. 611, 624 (2013) (chronicling the roots of democracy from ancient Greece to the present); Rebecca L. Brown, Accountability, Liberty, and the Constitution, 98 COLUM. L. REV. 531, 558–59 (1998) (“The Constitution’s answer, arrived at with much difficulty and contest, was that the people would stand apart from their representatives and would enforce the terms of their delegation of power to the government. The people’s power would be given away, but reclaimed in an oversight role on election day.”).

beyond the ballot box." Public participation is “anchored by the democratic values of political equality and popular sovereignty which are thrust upon the republican form of government.” Benjamin Barber stressed the goal of “self-government by citizens rather than representative government in the name of citizens.” This part examines the benefits and barriers to meaningful public participation, particularly within the datafied society, and situates these conflicts within the major political theory frameworks for citizen engagement.

A. Benefits

For its proponents, the benefits of public participation are both societal and individual. At a societal level, public participation is said to enhance the quality of decision-making by including the perspectives of people most impacted by any given policy, who can provide needed information and novel problem-solving ideas. In turn, this leads to improved outcomes. It also ensures the inclusion of a range of social and cultural values, which can expand decision-making outside of narrow technical and scientific parameters. In addition, public participation adds democratic legitimacy to governmental decisions because people gain trust from processes they understand and impact. It improves accountability by adding layers of scrutiny and discussion between the public and their elected officials. Professor Archon Fung highlights the social justice value of participatory governance when it shifts “power to those who are socially and politically marginalized,” although this goal can be elusive. At an individual level, public participation is touted for enhancing civic skills, which in turn enhance people’s dignity and self-respect.

These arguments are particularly salient with regard to data-centric technologies. To begin, representative democracy is not currently aligned with the people’s will when it comes to data privacy. Ample public surveys show a disconnect between people’s reported concerns about data privacy—

147. BENJAMIN R. BARBER, STRONG DEMOCRACY: PARTICIPATORY POLITICS FOR A NEW AGE 151 (2004). In this republished version of his 1984 book, Barber raised technological threats to democracy and the ways in which they tend to “mirror and reinforce rather than transform the societies in which they emerge.” Id. at xv.
150. See Roberts, supra note 11, at 323.
58 percent of survey respondents consider the threat to their online privacy as a crisis—and the lack of regulation. In the United States, there is currently no comprehensive data privacy or algorithmic accountability law in place; rather, our privacy protections are scattered and sectoral, with wide gaps that leave people’s data exposed for commercial and governmental uses and abuses. The pluralist model of democracy contends that interest group bargaining is an adequate proxy for the public will, but this does not appear to hold true for digital privacy—likely due to the dominance of big tech companies in political donations and lobbying power. At the same time, legislators have proved woefully uninformed about technology and are easily swayed by the innovation rhetoric of “Big Tech.” Thus, when it comes to the age of algorithms, the ballot box alone is not adequate to ensure that democratic values inform technology development.

Further, citizens are participating unwittingly in big-data networks without knowing the extent to which their data is used or for what purposes, while businesses reap massive profits from their data, and governments use data for social control. As one international privacy advocacy group reports:

Most consumers still think about online privacy as being primarily concerned with the data they share, and not the data that is observed from their behaviour, inferred or predicted. It is our experience that the general understanding of how profiling works and the kinds of information it can reveal is exceptionally low.

---

153. Kim Hart, A Growing Majority Now Views Our Online Privacy as a Crisis, Axios (Mar. 9, 2019), https://www.axios.com/a-growing-majority-now-views-our-online-privacy-as-a-crisis-1552080369-94146f05-332d-465d-a136-44149ed99ce.html [https://perma.cc/NPQ9-B9Q3]. In a November 2019 report, the Pew Research Center found that over 60 percent of American adults polled do not think that they can go through daily life without having their data collected. Brooke Auxeir, Lee Rainie, Monica Anderson, Andrew Perrin, Madhu Kumar & Erica Turner, Pew Rsch. Ctr., Americans and Privacy: Concerned, Confused and Feeling Lack of Control over Their Personal Information 30 (2019), https://www.pewresearch.org/internet/2019/11/15/americans-and-privacy-concerned-confused-and-feeling-lack-of-control-over-their-personal-information/ [https://perma.cc/N728-XLWP] (click on “Complete Report PDF”). Eighty-one percent of respondents believe that the risks of private data collection outweigh the benefits, and 66 percent believe that the risks of government data collection outweigh the benefits. Id. Relatedly, large majorities are concerned about how their data is used by companies (79 percent) and the government (64 percent). Id. Seventy-nine percent have no faith that companies will admit mistakes or take responsibility for data misuse and breaches. Id. Reflecting these concerns, 75 percent opine that there should be more privacy regulation. Id.
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Citizens are subjects of technology, yet they have little self-determination or voice in the vast algorithmic networks that shape their lives. Professor Ngozi Okidegbe calls this a form of “democratic exclusion” that reinforces existing patterns of political exclusion. A democratic corrective to this dynamic is arguably all the more urgent, given how the online environment is corrupting democracy through disinformation campaigns that target people based on their digital profiles in order to sway elections and sow discontent and division.

Moreover, privacy is a collective value necessary for the realization of democracy, and thus public participation in framing and enforcing privacy rights can enhance the overall democratic project. As Professor Carissa Véliz explains, a single person’s data disclosure, whether voluntary or unknowing, puts the rest of society at risk because our data is interlinked. Professor Darakhshan Mir elaborates that individuals’ personal data “are interlinked with each other in underlying social contexts animated by the social, communal, professional, civic, and commercial links they have with other individuals, entities, and institutions.” This collective nature of privacy has consequences for democracy. Privacy allows “us to vote according to our beliefs and without undue pressure, for us to protest anonymously without fear of repercussions, to have freedom to associate, speak our minds, read what we are curious about.” And yet, a culture of data extraction negates privacy and shifts power from the people to private companies and the state. Professor Julie Cohen explains that “citizens who are subject to pervasively distributed surveillance and modulation by powerful commercial and political interests . . . increasingly will lack the ability to form and pursue meaningful agendas for human flourishing.”
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20Power-Profiling%20and%20Automated%20Decision-Making%20in%20GDPR.pdf
[https://perma.cc/2PR5-5FK2].

159. Okidegbe, supra note 16, at 757 (discussing pretrial algorithms used to determine bail in the criminal law system).
160. Id. at 761.
161. See CARISSA VÉLIZ, PRIVACY IS POWER 80–81 (2021); Joan Donovan, Deconstructing Disinformation’s Threat to Democracy, FLETCHER F. WORLD AFFS., Winter 2020, at 153, 153.
163. VÉLIZ, supra note 161, at 80–81.
164. See Mir, supra note 162, at 248.
165. VÉLIZ, supra note 161, at 87; see also SKINNER-THOMPSON, supra note 136, at 50–54 (explaining how privacy enables First Amendment rights to speech and association, both of which are essential to a functioning democracy).
166. VÉLIZ, supra note 161, at 87.
167. Cohen, supra note 162, at 1912.
The collective and democratic values of privacy lend “credence to the idea of using democratic processes to determine which norms or rules regarding privacy should be in use, how they should be governed, how the appropriateness of specific privacy rules should be evaluated, and by whom.”

Public input for algorithmic systems can also serve as a corrective to a political system that devalues poor people. Extensive political science research shows that legislators are most responsive to wealthy voters and entities, and are largely nonresponsive to those lower on the income scale. The harms of algorithmic systems are most acute for marginalized people, which may partly explain the lack of political will to constrain the massive scale of data extraction. Professor Shoshana Zuboff has sounded the alarm on “surveillance capitalism,” explaining the way in which “Big Tech” profits from gathering people’s personal data in order to predict, and even shape, consumer behavior, thereby threatening individual autonomy and democratic norms. For low-income people and people of color, the resulting digital profiles, compiled from individual’s personal data and that of their online and offline friends and networks, limit their life opportunities. Their digital profiles mark them as targets for predatory goods and services, such as subprime loans and for-profit college scams. At the same time, digital profiling serves as a gatekeeper that excludes them from mainstream opportunities. Predictive algorithms are embedded in thousands of consumer reports that score people in all aspects of their lives. For instance, algorithmic determinations of creditworthiness determine access to and the cost of loans, cars, jobs, insurance, and higher education. These “scores can become self-fulfilling prophecies, creating the financial distress they claim merely to indicate.” And, these scores encode decades of systemic racism in housing, employment, and mass incarceration.
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low-income people report higher levels of concern about their data privacy but lower levels of confidence in how to manage it.\textsuperscript{177}

On the government side of algorithmic deployment, Professor Virginia Eubanks has described the rise of the “digital poorhouse,” in which algorithms determine people’s access to social welfare programs in ways that emphasize “punishment and containment,” thereby intensifying structural inequalities.\textsuperscript{178} Algorithms sort homeless people into tiers of worthiness determining who gets limited access to housing assistance; they disproportionately scoop poor parents and parents of color into the child welfare system, where these parents risk losing their children; and they churn out eligibility decisions for access to Medicaid and other life-sustaining safety net programs without adequate human review or avenues for recourse.\textsuperscript{179} These dynamics led the United Nations special rapporteur on extreme poverty to warn of a “digital welfare dystopia,” in which “[s]ystems of social protection and assistance are increasingly driven by digital data and technologies that are used . . . to automate, predict, identify, surveil, detect, target and punish.”\textsuperscript{180} Professor Dorothy E. Roberts stresses the racialized underpinnings of these systems, explaining that “predictive models that rely on data structured by existing racial inequality predetermine a future that corresponds to the past racial order.”\textsuperscript{181}

Marginalized people also face intense surveillance in their neighborhoods, schools, and workplaces, and the resulting data streams contribute to mass incarceration, the school-to-prison pipeline, oppressive workplace conditions, and subprime financial markets.\textsuperscript{182} There is a long history of surveillance of marginalized populations,\textsuperscript{183} but technology adds scope, speed, and scale to these historic dynamics of social control and carceral categorization. Moreover, the lines between the private and public spheres of algorithmic judgments are collapsing as private companies and government agencies engage in extensive data sharing, and governments
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purchase algorithmic systems from private vendors.\textsuperscript{184} This further hinders accountability: private vendors become political actors lacking checks and balances,\textsuperscript{185} and government agencies hide behind private contracts.\textsuperscript{186}

Just as the needs and interests of marginalized people are not represented in the political process, they are likewise not represented in the technology design process. Across technical jobs and leadership positions, the tech industry is overwhelmingly male, and white or Asian: no more than 5 percent of the workforce in many Silicon Valley firms is Black, Hispanic, or Indigenous.\textsuperscript{187} Women only represent approximately one-quarter of technical jobs, and their numbers drop even lower in leadership positions.\textsuperscript{188} These disparities partly result from many barriers, including employers that consistently prefer to recruit and hire workers who replicate the existing workforce.\textsuperscript{189} There is also an “endpoint” problem,\textsuperscript{190} in which women, Black, and Latinx workers who obtain tech jobs leave them at far higher rates

---
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than white men due to harassment, a lack of mentorship, exclusion, and disrespect.\textsuperscript{191} The narrow worldview shared among programmers has consequences. For instance, when designers imagine their default users, they “most frequently assume that the unmarked user has access to several very powerful privileges, such as US citizenship, English language proficiency, access to broadband internet, a smartphone, a normatively abled body, and so on.”\textsuperscript{192} For all these reasons, public participation could enhance democratic values in algorithmic accountability.

\textbf{B. Barriers}

From the perspective of the corporate or governmental entities whose products or processes are at issue, public participation can appear too time intensive and too costly, with too little upside.\textsuperscript{193} From the perspective of impacted communities, there are multiple barriers to meaningful participation. To begin, the people whose voices are most needed tend to face the largest hurdles to participation. Marginalized people often lack the time for participation as they struggle to survive economically, and they can face logistical hurdles such as lack of transportation, childcare, or language access. Further, public participation can be challenging when scientific and technical issues are being debated that call for certain levels of expertise. Even when they engage in participatory processes, people from marginalized communities can often find that they are tokenized: their participation is used as window dressing to push through public policies that do not serve their interest.\textsuperscript{194} They may find that their “perspectives . . . may be disregarded due to factors such as race, culture, income, and language; a lack of traditional markers of expertise such as educational or professional credentials; and a lack of other resources that provide influence and bargaining advantages.”\textsuperscript{195} In turn, this can generate community distrust of
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the entities and government agencies overseeing a participatory process, while diverting resources from other social justice reform efforts and making it difficult to contest outcomes that “carry the presumption of community endorsement.” 196 Having a voice is meaningless without real power,197 while “a cosmetic process invariably favors those already in power.” 198

These and other challenges to public participation are heightened in the tech space. A lack of transparency around algorithmic systems hinders the public from knowing and understanding how those decision-making systems impact their lives.199 For instance, a prospective tenant may struggle to obtain a rental, unaware that they are being repeatedly denied based on the outcome of a tenant-screening algorithm.200 Or, a Black patient may get a lower level of health care than a similarly ill white patient, unaware of this difference or that it may have been caused by an algorithm.201 Or, a female engineer may never learn why a corporate giant rejected her resume, unaware that the company’s hiring algorithm learned to prefer men’s resumes.202 Further, without their knowledge, millions of users provide free labor to technical systems—for instance, their clicks and uploads are used to refine language and image processing algorithms.203 This participation is invisible and uncompensated.

Transparency is further stymied because developers of algorithmic systems want to protect their intellectual property and thus, vigorously claim trade secrecy protection when challenged.204 In the face of open records
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requests, even public agencies will assert a trade secrecy defense for algorithmic systems that they purchase under the terms of procurement contracts. As a result, the internal workings of an algorithm are a “black box,” hidden from public scrutiny. Even if the box is opened, some algorithms conduct machine learning operations that are so complex that their makers cannot explain how the algorithms arrive at their outcomes. Nevertheless, the evidence suggests that regular people have ample expertise about the impacts of technology on their lives, and thus, this expertise needs to be validated.

Another barrier is the phenomenon of “techno-chauvinism,” as Professor Meredith Broussard terms it, or a human belief in the infallibility of computer outcomes based on their seeming objectivity. Professor Ruha Benjamin explains the way in which uncritical faith in technology has generated “the New Jim Code,” or “the employment of new technologies that reflect and reproduce existing inequities but that are promoted and perceived as more objective or progressive than the discriminatory systems of a previous era.” A rich literature explains the follies of these assumptions, given that human beings design algorithmic systems, and their judgments get embedded at multiple stages of the design process. Nevertheless, many people fall prey to “automation bias,” or the tendency to believe in a computerized outcome over one’s human judgment. And, most people lack the training, knowledge, or confidence to retain a healthy skepticism toward algorithmic systems.

If these barriers are not recognized and addressed, the risks of public participation amounting to mere window dressing increase. A group of machine learning scholars observe that the discourse of participation can be rhetorically appealing, but often “fails to account for existing power dynamics and obscures the extractive nature of collaboration, openness, and...
sharing.”213 As a result, it is essential to acknowledge “that partnerships and justice do not scale in frictionless ways, but require constant maintenance and articulation with existing social formation in new contexts.”214 The required level of intentionality to avoid “participation washing” is, of course, the focus of this Article.

C. Participatory Democracy and Democratic Deliberation

While public participation could enhance algorithmic accountability, particularly for marginalized groups, there is no fixed template for what meaningful participation looks like in this realm. Moreover, not all participation is the same. In the 1960s, Sherry Arnstein developed an influential “ladder of citizen participation”215 that includes eight levels of participation, “with each rung corresponding to the extent of citizens’ power in determining the end product.”216 At the bottom levels are nonparticipatory mechanisms in which power holders talk at participants through manipulation and therapy.217 The ladder then progresses to token levels of participation consisting of informing, consultation, and placation—at these rungs, citizens may be heard, but they lack the power to shape outcomes.218 Many public participation tools exist at these middle levels; the most notable is the notice-and-comment requirement for government agencies issuing regulations with the force of law. The public has the right to comment on the proposals, and the agency must consider those comments, but ultimately, the agency makes the final decision.219 By contrast, at the top three rungs of the ladder, citizens gain power “with increasing degrees of decision-making clout” from partnership to delegation to citizen control.220 At the top level of citizen control, “have-not citizens” hold a majority of the decision-making seats or even full managerial control.221 This is not to say that the higher rungs are necessarily superior; as Professor Barbara L. Bezdek points out, “[t]he increased control may not always be desired by the community, and
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220. See Arnstein, supra note 215, at 217.
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increased control without necessary supports . . . may produce what the community would regard as failure.”

The upper tiers of Arnstein’s ladder are supported by at least two underlying theoretical frameworks: participatory democracy and deliberative democracy. For Professor Carole Pateman, a leading theorist of participatory democracy, the goal is to shift democratic power away from political elites and toward the people. Writing in 1970, she argued that democracy emerges from public participation in all areas of life—from the home, to schools, to the workplace, to politics. In her theory, “participation” refers to (equal) participation in the making of decisions, and ‘political equality’ refers to equality of power in determining the outcome of decisions . . . True participation requires including people who lack power and privilege and reflects a belief that all people have the potential for political learning. She stresses the ways in which participation in various spheres of life begets political participation as people develop democratic skills and procedures.

Both Pateman and Arnstein wrote in the early 1970s, a time of political foment and large-scale social disruptions. In subsequent decades, participatory theory took a less political turn that focused on process rather than substantive shifts in power relations. Under the theory of deliberative democracy, democratic legitimacy is secured by deliberation among citizens who engage in an exchange of reasons and the deliberative process of providing reasons. This is not a mere duel of ideas in a debate; rather, it involves a dialogue of exchanging viewpoints and the deliberative process of providing reasons. It creates a “real link between the public will and the public policies and office-holders who are selected.” Through the process of deliberation, citizens are more
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likely to accept political decisions, even if they are on the losing end. Deliberative democracy assumes that citizen preferences are not fixed, but develop through the deliberative process, which is “expected to lead to empathy with the other and a broadened sense of people’s own interests.” These theorists promote a variety of practical mechanisms designed to improve, and not replace, representative democracy; indeed, it is a “normative project grounded in political theory.” These mechanisms include mini-publics, which are fora where small groups of citizens drawn from a representative range of backgrounds are first educated about issues essential to their communities and subsequently debate them.

Participatory democracy focuses on the importance of citizen governance in the transformation of power imbalances at all levels of society, while deliberative democracy centers on securing democratic legitimacy through discussion and debate. Tech resistance movements are forms of participatory democracy, while AIA proposals and participatory design practices share the process-based focus of deliberative democracy. Professor Ari Waldman has critiqued these latter, technocratic approaches to algorithmic accountability as reinforcing the failures of neoliberalism.

In other words, the neoliberal norms that govern technology development “prioritize[] freedom and efficiency above all other values,” and thus, compliance mechanisms that focus on process will reinforce, rather than disrupt, these norms. The question is whether public participation mechanisms that are mandated through regulation can ever provide a serious corrective to these neoliberal dynamics. Given the complicated calculus of the benefits and barriers of public participation, lessons from other regulatory regimes can provide some guidance in designing public participation mandates for algorithmic accountability and data privacy regulation.

III. PUBLIC PARTICIPATION IN LAW

Public participation is a norm in several American legal regimes that have operated for decades, and these areas provide numerous lessons for enhancing democracy in the datafied society. Accordingly, this part
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examines public participation mandates in environmental law, with special attention to the environmental justice movement, anti-poverty programs, and land use decision-making. Overall, these regimes demonstrate the importance of building intentional structures that involve marginalized communities, a commitment to valuing the expertise of the impacted public, and a willingness to share power and adapt in response to feedback.

A. Environmental Protection

The National Environmental Policy Act of 1969 (NEPA) declares “a national policy which will encourage productive and enjoyable harmony between man and his environment.” Considered the Magna Carta of environmental law, NEPA grants citizens procedural rights for obtaining government information and providing public input in environmental decision-making, which in turn provides agencies with greater information about the consequences of their actions. Under NEPA, federal agencies must prepare an environmental impact statement (EIS) before taking any major action that might have “significant” effects on the environment. So, for instance, before a highway may be built, toxic waste cleaned up, genetically modified crops approved, or a permit for logging issued, the relevant agency must conduct an environmental assessment. An EIS is a “detailed statement” that discusses the environmental status of the impacted area, describes the positive and negative projected environmental, economic, and social impacts of the proposed action, and considers alternatives.

242. Id. § 4321.
245. 42 U.S.C. § 4332(2)(C). The act also created the Council on Environmental Quality (CEQ), housed in the Executive Office of the President, which, with executive authority from the president, issued regulations to implement NEPA. LUTHER, supra note 243, at 1, 10–11. The CEQ does not have enforcement authority. See id. at 2 n.1. In addition, each federal agency has its own regulations implementing NEPA. See, e.g., 40 C.F.R. § 1507.3(a) (2022). Other substantive environmental acts—such as the Clean Air Act, Clean Water Act, Comprehensive Environmental Response, Compensation, and Liability Act of 1980 (CERCLA), and the Endangered Species Act of 1973—also contain opportunities for public participation.
246. 42 U.S.C. § 4332(2)(C). If the anticipated impact does not rise to the threshold level of “significant,” the agency instead prepares an environmental assessment (EA), identifying the environmental consequences and creating a record about the expected impacts of the proposed action, including the persons and agencies who were consulted in preparing the record. Id. At that point, the agency can issue a “finding of no significant impact” (FONSI) and move forward with the project. Id. In the EA process, most agencies make drafts available to the public and receive input before issuing the FONSI. See Nicholas A. Fromherz, From Consultation to Consent: Community Approval as a Prerequisite to Environmentally Significant Projects, 116 W. VA. L. REV. 109, 120–21 (2013) (describing the EA process).
From the wealth of decades of NEPA experience and the volume of studies on its impacts, certain lessons can be drawn that could be useful in the realm of digital privacy, particularly given the parallels between environmental and data protection. Both the environment and privacy are valuable resources that are difficult, if not impossible, to regain once lost. As Cathy O’Neil states: “If you think of [data mining] as a factory, unfairness is the black stuff belching out of the smoke stacks. It’s an emission, a toxic one.” Data’s ubiquity has made it like the environment, such that it is “now everything and almost no area of human endeavor lies apart from its reach.”

Both the environment and personal data are resources that help individuals in pursuing an autonomous version of a good life, and help society at large, given the collective interest in a healthy environment and privacy. Both are under immense pressure from business interests that seek to monetize their value. Both involve complex scientific and technical issues that are nevertheless intertwined with social and cultural values.

NEPA allows for public input at several stages in the EIS process. Once the agency determines that an EIS is necessary, the agency issues a notice of intent setting forth the scope of issues raised by the proposed project. At this stage, the agency must actively seek input from the public and other agencies, and provide an opportunity “to suggest issues and alternatives the agency should consider, and to identify impacts that are of concern to the community.” The agency then prepares a draft EIS, which must be available for public comment for at least forty-five days, and a hearing is required if the proposed action is substantially controversial. In addition, the agency is charged with “affirmatively soliciting comments from those persons or organizations who may be interested or affected,” and publicity about the project and opportunities for comment can be disseminated in
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multiple ways, including through the media. After the comment period, the agency prepares the final EIS. While the agency is not bound to follow the majority will of the public, it must respond to the comments received. Throughout the process, agencies must provide public notice of any hearings, public meetings, and the availability of documents about the proposed action.

NEPA is an extremely influential statute that spurred the enactment of “little NEPAs” at the state level and inspired similar environmental laws across the globe and in other fields. NEPA, however, is divisive, and debates over the EIS process mirror those about public participation generally. NEPA supporters contend that it provides a venue for agencies to hear about and consider public views on environmental implications before they take action. Opposition comes from two directions. The industry-friendly critique charges that the EIS process is overly burdensome in terms of time and money, and that the public lacks the necessary expertise to add substance to the discussion. More progressive critics query whether public input is meaningful, especially given that citizens are invited to comment only after the major decision to undertake an EIS is made, and
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given that public input does not continue throughout the life cycle of a project. Further, marginalized communities can struggle to participate due to logistical, technical, and cultural barriers. These power imbalances can favor economic interests over values of fairness and equity.

These competing viewpoints have been extensively tested and studied. A meta-analysis of over 239 case studies by Thomas C. Beierle and Jerry Cayford assessed whether NEPA met five benchmarks for public participation: (1) incorporating public values into decisions, (2) improving the substantive quality of decisions, (3) resolving conflicts among competing interests, (4) building trust in institutions, and (5) educating and informing the public. They concluded that “[c]onsiderably more public participation cases in our database produced good outcomes than produced bad outcomes.” The processes “were most successful in educating and informing the public and least successful in building trust in institutions.” The highest rates of success were associated with more intensive processes. Yet these intensive processes have a downside: they are less likely to engage the broader public and to have representatives from a wide range of socioeconomic backgrounds. Thus, the authors recommend harnessing the “problem-solving capabilities of intensive participatory mechanisms with the broad involvement of the public more often found in the less-intensive mechanisms.”
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various participatory mechanisms, and using technology to engage in large-group deliberative processes.271

The Bierle & Cayford study highlights the challenge of ensuring meaningful participation for marginalized communities. The environmental justice movement has sought to overcome this barrier and thus is an essential—but heretofore overlooked—resource for structuring the AIA process.272 In the late 1980s, the environmental justice movement took root, and it argued that privileged white people systematically receive the benefits of environmental protection, while poor people of color systematically incur the environmental risk.273 People with low incomes and/or racial and ethnic minorities disproportionately live near hazardous waste facilities and other industrial hazards, and their neighborhoods, air, and water are more polluted than those in wealthier and white communities.274 And yet, white, middle-class people have long dominated the environmental movement with an emphasis on resource degradation rather than social justice.275 The environmental justice movement has its origins in a 1982 protest in Warren County, North Carolina, over the dumping of toxic soil containing carcinogenic compounds called polychlorinated biphenyls (PCBs) in a landfill located in a majority Black community.276 Over 500 protesters were arrested over six weeks of marches and protests.277 The movement against environmental racism soon expanded through networks across the country, using civil rights–organizing tactics and pressuring mainstream
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Waste facility siting battles are but one aspect of the movement for environmental justice, which also concerns itself with the cleanup of contaminated industrial sites, the elimination of occupational hazards, lead abatement, enforcement of existing environmental regulations, and the guarantee of representation in the environmental decision-making process. The movement for environmental justice is also about creating clean jobs, building a sustainable economy, guaranteeing safe and affordable housing, and achieving racial and social justice.
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environmental organizations and government agencies to pay heed to the issue. A foundational principle of environmental justice is that the people impacted should be afforded “the right to participate as equal partners at every level of decision-making, including needs assessment, planning, implementation, enforcement, and evaluation.”279 Overall, this movement shifted the approach to public participation from a solely functionalist one (valuing input to improve the quality of decisions) toward a more deliberative one (emphasizing emancipatory concepts of sharing power with less privileged groups in society).280

In 1994, President Bill Clinton issued Executive Order 12898 requiring federal agencies, as part of the EIS process, to “identify[] and address[], as appropriate, disproportionately high and adverse human health or environmental effects of its programs, policies, and activities on minority populations and low-income populations.”281 The executive order makes “[e]nvironmental equity . . . a core consideration in federal environmental decision making,”282 and while its impact has waxed and waned with the political winds,283 it remains in effect to this day, and there is a governmental infrastructure built around environmental justice.284 The U.S. Environmental Protection Agency (EPA) has issued guidance to its staff for considering environmental justice in regulatory actions.285 In addition, the National Environmental Justice Advisory Council (NEJAC), comprised of expert stakeholders from outside the EPA, makes recommendations to the
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agency, including through detailed reports on broadening public participation in environmental decision-making. These blueprints are equally useful in the context of algorithmic decision-making systems.

These guidance documents highlight the logistical barriers to participation facing low-income people and racial and ethnic minorities. These barriers are not insurmountable. For instance, meetings can be set at hours that working people can attend and in locations that are easily accessible. Transportation, food, and childcare may need to be provided, as well as financial assistance to facilitate participation. In addition, language access may be required to ensure that non-English speakers can participate. The issue and opportunities for participation should be publicized through multiple mediums and organizations, accompanied by affirmative outreach to community groups that can identify and bring stakeholders to the table. Impacted people should have input into the design of participatory processes, as they can work with decision-makers to identify and overcome hurdles.

The EPA recommends that decision-makers carefully consider and select from a range of participatory mechanisms, pointing in particular to the “spectrum of public involvement” set forth by the International Association for Public Participation. For instance, among the ten tools for generating in-person public input, the EPA suggests using focus groups, study circles, charrettes and computer-assisted processes. Among consensus-building techniques, the EPA suggests soliciting input from advisory boards, workshops, and citizen juries.


289. “Remote towns and villages disseminate information using local radio stations, CB radio, local newspapers, placing posters at grocery stores, trading posts, or at village/community center/chapter meetings . . . . In many instances, reaching parents of school-age children may be facilitated through schools.” Env’t Prot. Agency, supra note 284, at 34.

290. Early and regular consultation with stakeholders is essential and includes giving “minority populations, low-income populations, tribes, and indigenous peoples” a role in designing the participatory process. Id. at 32; see also Nat’l Env’t Just. Advisory Council, supra note 288, at 3.


Once logistical barriers are overcome and participatory methods are selected, the process must allow for meaningful input by the public. This means that the public must have opportunities for participation early in the project, rather than be invited to comment on a finalized plan. In addition, capacity building is key. As a result, materials need to be “concise, understandable and readily accessible,” and participants may need education and support on technical issues. In this vein, Professor Jonathan Skinner-Thompson recommends providing grant funds to impacted communities so that they can hire their own technical advisors—a current feature of the federal Superfund law that could be expanded. He points to studies showing that the involvement of these technical advisors not only increases public confidence in projects, but also leads to better decisions.

Similarly, one study of an advisory group working on the issue of DNA research found that “when a participatory body is given sufficient time, information, and opportunity to make decisions that will have a real impact on issues that truly matter to the participants, it can achieve a high level of sophistication and understanding.”

These efforts at capacity building should be tailored to the specific communities impacted: “Common elements of engagement should not overshadow the uniqueness of every community.” Cross-cultural awareness is thus essential, particularly multicultural sensitivity to the perspectives and needs of all persons, especially the least powerful. To build trust, government officials have to recognize and respect that “[m]inority populations, low-income populations, tribes, and indigenous peoples have unique knowledge of their goals, needs and vulnerabilities.” They are “an ‘encyclopedia of experientially-tested and validated insight,’” and consultation with them is the “foundation of community engagement efforts.” Thus, participatory processes should accept multiple forms of
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input. At the same time, the entities that design and oversee public participation mechanisms need to maintain a culture that values participation as a goal in itself. “[D]ecisionmakers must recognize the legitimacy of public values and understand that those values may lead to priorities and conclusions that agencies (which have their own understanding of what the public interest is) find wrong.”

And, they must communicate honestly about the “goals, expectations, and limitations” of the participatory process.

In light of these expanding norms around public participation, some federal agencies have sometimes gone above and beyond NEPA’s minimum requirements, seeking innovative ways to make public input more satisfying to participants and more useful to decision-makers. Ideas from deliberative democracy theory have been rolled out in the environmental context. For instance, the EPA has taken various initiatives to incorporate consensus building into participatory mechanisms and has increasingly reached out to invite early participation, rather than waiting for the public to come to the agency. Agencies have used strategies to make information more accessible and user-friendly to the public and to engage the public in compliance monitoring. Agencies have also put an emphasis on multiparty collaborative processes and engaged with conflict resolution experts. Deliberative workshops that merge social impacts with ecological and biophysical concepts have been held.

To be sure, public participation models that promote environmental justice are easier to state than achieve. A leading study by Professors Dorothy M. Daley and Tony G. Reames found that the EPA “has had some success in expanding the conversation, improving access to information, and forging new partnerships with communities,” but that “more work remains, as the scope of environmental justice problems is large,” “participation from minority and low-income communities remains uneven,” and there are
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“challenges of creating systemic change in large bureaucracies.” Their research confirms findings from prior studies that “effective participation is characterized by clear goals, adequate human and financial capital investment, consistent institutional commitment, and an ability for participation to affect change in all stages of decision making.” These studies suggest that as AIAs are implemented, government agencies and private companies will need to be attentive to the way in which they design participatory processes, such as by providing for the involvement of stakeholders in foundational decisions.

Of course, these analyses of participatory processes do not answer the question of whether the EIS process has an articulable impact on outcomes, which is more difficult to measure. Still, empirical studies have concluded that the process “does appear to produce final decisions that are substantially less impactful on the environment when compared to initially proposed projects.” Internally, the EIS process might push agencies to engage in more sustainable decision-making, while externally, the increased transparency and public input may push agencies toward better results. It also appears that the process pushes agencies to abandon certain projects, knowing that they cannot survive the EIS gauntlet. Ideally, an AIA requirement will similarly shape algorithmic outcomes to better serve the public.

B. The War on Poverty

Public participation was a centerpiece of the community action programs (CAPs) established by the Economic Opportunity Act of 1964 as part of President Lyndon B. Johnson’s War on Poverty. The federally
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funded and locally administered CAPs were part of an economic justice strategy designed “to provide stimulation and incentive for urban and rural communities to mobilize their resources to combat poverty.”

CAPs were tasked with “assessing local needs in employment, child and adult education, health, social welfare, or legal services, and with devising strategies and administering programs to address those community needs.” Importantly, the EOA required that CAPs operate “with the maximum feasible participation of residents of the areas and members of the groups served.”

As President Johnson stated, “local citizens best understand their own problems, and know best how to deal with those problems.” Indeed, at the time of the EOA’s passage, the concept of participatory democracy was “in the air,” circulated in New Left movements, philanthropic organizations, and academia. By February 1968, the United States had 1,600 community action agencies (CAAs) carrying out CAPs across the country.

However, as low-income, Black Americans began mobilizing in CAAs, they began challenging existing local political structures, which almost immediately created a “political firestorm.” Because CAP funding flowed from the federal government directly to the CAPs, bypassing state and local gatekeepers, mayors were fearful of losing opportunities for political patronage and facing challenges from new political coalitions. White backlash blamed CAAs for fomenting the urban uprisings of the
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By 1967, Congress shifted control of the CAAs to local governments, putting “an end to federally funded community action as a major resource for social change.” And, by 1974, the federal agency overseeing the CAAs was dismantled.

The legacy of the EOA’s participatory mandate is a complicated one. On the one hand, the “maximum feasible participation” mandate was officially terminated, and the concept has been derided from multiple corners, accused of “being unsubstantiated and misconstrued, politically motivated as a ploy to co-opt social activism, or simply ineffective in assisting the poor.” And of course, the War on Poverty was not won, although it reduced poverty significantly. On the other hand, where it worked, the “maximum feasible participation” requirement was “socially transformative.”

As Professor Tomiko Brown-Nagin reflects, “[i]n many communities, [the act] provided the first occasion when people of widely different backgrounds—rich and poor, Black and white, urban and rural—sat down together to work on common problems and design programs.” CAAs also served as “training grounds for many minorities, developing their capacity and thereby increasing their access to new opportunities.” Indeed, as Professor Noel A. Cazenave states, the political backlash to CAAs resulted “because they succeeded well beyond the expectations of their planners, not because they failed.”

In Professor Wendy A. Bach’s study of the history of the “maximum feasible participation” mandate in Durham, North Carolina, between 1965 and 1970, she concludes that where the mandate worked, it was due to hard-law requirements for participation, combined with administrative flexibility in implementation, along with federal funding for independent activist organizations. In Durham, these commitments served as “a catalyst both for leadership development in poor communities and an opportunity to create programs that were responsive to their needs in the view of community controlled organizations.”
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Today, over 1,000 CAAs are operating, primarily to deliver social services. Public participation in CAAs is ensured through a federally mandated formula that allocates one-third of seats each to community, government, and private sector representatives. The struggle to ensure that participation is meaningful continues; one nationwide evaluation of CAAs concluded that “participation leads to a redistribution of power only when local residents and organizations are engaged in problem definition, decision making, implementation, and evaluation.” Many CAAs remain committed to enhancing participatory opportunities, such as by conducting regular community forums for providing information and soliciting feedback or training community residents in advocacy strategies. Outside the CAA structure, the citizen participation movement in urban politics lives on in multiple grassroots organizations. Public participation is also a norm in many other anti-poverty programs, such as public housing and workforce investment.

According to Professor Tara J. Melish, a key takeaway with regard to the demise of the “maximum feasible participation” mandate is that its structure did not fit within the social context of its time. The mandate itself reflected conflicting values: was it designed merely to serve the poor, to transform their supposed “apathy,” or to mobilize them to seize power? There were adherents to all these views, but none was ascendant. Moreover, as Melish explains, CAAs were squeezed between two irreconcilable trends—bureaucratic centralization at the federal level and “increasing militancy and rights absolutism of the civil and welfare rights movements.”

By contrast, today’s regulatory systems are increasingly shaped in the “new governance” mold, which in turn may create opportunities for meaningful public participation within algorithmic systems and privacy law. New governance is both a descriptive and a normative theory that offers an alternative to the top-down, centralized regulatory structures associated with New Deal programs, which are seen as too rigid for modern
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conditions of complexity and uncertainty. The hallmarks of new governance are flexibility and innovation, public/private collaboration, decentralized and local decision-making, and adaptation of programs over time in line with experience and evaluation. In this model, “government acts . . . as a facilitator of the experimentalist enterprise,” and accountability is derived in part from involving numerous stakeholders, who give the process “a richer and more effective form of democratic participation on the relevant issues than is possible through voting in general elections.” As Professor Orly Lobel, the chief chronicler of the theory, explains, new governance “is a regime based on engaging multiple actors and shifting citizens from passive to active roles.” Participation is not only about implementing policy, but also enhancing “the ability of citizens to participate in political and civic life.”

Because the existing data privacy regime (and many algorithmic accountability proposals) contains features of the new governance mold, it is possible that adapting public participation norms to privacy law will be less controversial and more feasible than the Economic Opportunity Act’s participation mandate and its highly politicized downfall. In other words, when it comes to today’s privacy law, there may be a better fit between regulatory structure and social context. Existing privacy law already shares some new governance features. Professors Kenneth A. Bamberger and Deirdre K. Mulligan describe the new governance structures within American consumer privacy law, as enforced by the Federal Trade Commission (FTC) and state regulators overseeing data breach notification statutes. For instance, the FTC has collaborated with numerous stakeholders to respond to privacy concerns arising in the online marketplace. In so doing, it has exercised its discretion and turned to an array of new-governance “regulatory tools outside the enforcement context, notably publicity, research, best-practice guidance, the encouragement of certification regimes, the enlistment of expert input, and numerous deliberative and participatory processes promoting dialogue with advocates,
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industry, and academia." At the same time, state data breach notification laws expanded transparency of corporate privacy practices and spurred businesses to operationalize privacy practices within the firm, managed by officers and employees committed to privacy tools. These multiple sites of privacy enforcement and oversight within flexible parameters are hallmarks of new governance.

Of course, the current privacy regime, with its strong tilt toward self-regulation, has proven largely ineffective at protecting individuals’ data privacy, suggesting the need for an ongoing role for rights-based laws, federal oversight, and concrete enforcement tools. For its part, the GDPR blends a rights-based framework with new governance administration. Under the GDPR, the EU and member state–level data protection authorities have issued broad guidance, leaving businesses to fill in the details with experience, “whether formally by establishing codes of conduct or certification mechanisms . . . or informally through self-regulation, recording and reporting, impact assessments, and ongoing conversations with regulators.” Enforcement authority is shared among individuals, civil society groups, data enforcement authorities at the national level; coordination of these groups occurs at the EU level. And, as discussed earlier, the GDPR calls for input by citizens when businesses and government agencies conduct internal data impact assessments, a form of stakeholder collaboration that is a typical feature of new governance.

As the U.S. Congress considers comprehensive privacy legislation in the shadow of the GDPR, it is likely that any law that emerges will reflect some aspects of new governance theory. As a result, privacy law in this mode might be more amenable to public participation than the highly contested terrain of anti-poverty programs. In fact, the concept of AIAs—and their increasing prominence in data privacy proposals—reflects new governance’s emphasis on bottom-up, decentralized processes and adjustments in response to ongoing monitoring and stakeholder feedback. Still, a core challenge of new governance is including marginalized people in collaborative “situations of pervasive competition, power imbalances, and limited resources.” These dynamics are heightened given the massive profits at stake in the big-data economy. There is “a fundamental conflict between the interests of the companies that want to maximize profits and the public that bears the burden of the externalities of these profit-making enterprises.”
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on the experience of public participation within the EOA and its successors, social welfare statutes, is essential. Professor Jaime A. Lee, who has extensively studied public participation mandates in anti-poverty programs, highlights two preconditions for participation within new governance regimes: “[A]ll participants must be motivated toward a common goal, and second, they must recognize what the other participants contribute to that goal.”373 Importantly, she adds, “[t]he recognition that meaningful participation by marginalized stakeholders does not inevitably occur, but requires intervention, is an important one as it is frequently overlooked, leaving the model susceptible to producing merely cosmetic processes.”374 Thus, for public participation in data-centric regimes to be meaningful for marginalized communities, it is necessary to provide financial and technical support to grassroots organizations fighting for data justice, to intentionally design participatory processes with the input of disadvantaged communities, to yield space for disadvantaged persons to define their own privacy needs, and to bring multiple stakeholders together for engaged problem-solving, oversight, and enforcement.

C. Land Use

Public participation is also a long-standing feature of land use decision-making.375 Here, the “disconnect between principle and practice”376 echoes the mixed history of public participation requirements within environmental decision-making and social welfare programs. Land use is traditionally a local issue. Local governments have the responsibility to maintain a functioning city through “planning, financing, and developing a variety of commercial and residential facilities, amenities, and uses of land.”377 Localities regulate land use through a variety of mechanisms, such as zoning.378 In addition, they may engage in public/private development projects, and they implement federally funded projects focused on economic and community development. In these various processes, the public has formal opportunities to be heard. Indeed, “[p]articipation or voice is a particularly venerable legitimator of local government.”379 Given the current vacuum of federal privacy regulation, local jurisdictions are increasingly regulating privacy, making them potentially important sites for implementing public participation norms. Looking at the experience of public participation in land use decision-making is thus highly relevant.
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As far back as 1926, the U.S. Department of Commerce issued the model Standard State Zoning Enabling Act, which was widely adopted by states across the country. The code recommended the requirement of a public hearing, open to all citizens, at least fifteen days prior to a zoning code’s adoption or revision. Public hearings are also the norm when local governments make site-specific decisions, called adjustment decisions, which can exempt certain projects from zoning requirements or grant conditional uses. Since the participatory revolution of the 1970s, “each year, thousands of neighbors, and others, appear before zoning boards to voice support or, more commonly, opposition to zoning changes or special exceptions/variances regarding specific development projects.” Despite the positive rhetoric of community control, participatory processes can be subverted by organized interests opposed to increased density or other development characteristics. These “Not in My Backyard” (NIMBY) campaigns can result in a small and vocal portion of a community undermining local-government attempts to increase affordable housing. Professor Anika Singh Lemar warns about the harms of over-participation, such as when affluent residents with power overwhelm people suffering from disadvantages in land use hearings.

Participatory opportunities in land use decision-making often fail to meet the deliberative ideal because the standard model of public participation in land use is the public hearing. This provides for one-way communications from local government officials to the public or from the public to government officials, without dialogue. Hearings are often structured in ways that limit opportunities for input, such as when hearings are held in inconvenient locations and/or during work hours, require advance sign-ups.

---
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and limit time to speak. 388 Further, hearings are typically held after the local government has already settled on a plan (or negotiated one with a developer), 389 making the process one of “decide, announce, and defend” in lieu of a “true discussion or engagement of the public in a deliberative decision making process.” 390 Public officials face financial pressures to push developments forward, and property owners hold the purse strings. 391 From their perspective, public participation can raise the specter of delays, disruptions, and wasted time. 392 The “democracy-deficient approach” of public hearings “yields predictable results: immediate and generous benefits for the developers; costs borne by taxpayers; promised benefits to the general public, inchoate and unrealized, and inequitably spread.” 393 Moreover, as with other participatory systems, a core challenge is how to meaningfully involve disadvantaged communities despite differences in race and class, especially given that discourse “marginalizes those who do not talk or those who talk in marginalized ways.” 394

It is useful to contrast these failures with another urban planning tool called participatory budgeting. Participatory budgeting involves giving citizens opportunities to discuss and decide how a portion of the municipal budget should be spent. 395 It arose in the Brazilian city of Porto Alegre in the 1970s, heavily influenced by Paulo Freire’s theories in Pedagogy of the Oppressed.
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which conceived of liberatory dialogue as “an act of creation; it must not serve as a crafty instrument for the domination of one person by another.”

Participatory budgeting has been heavily studied. In Porto Alegre, thousands of poor residents became deeply involved in government for the first time, “diligently coming to meetings week after week to debate the arcana of municipal finances and regulations as they decided on investment priorities for their neighborhoods, boroughs, and the city itself.” People learned how to “navigate the complex process and devise strategies that mitigate stark social differences.”

Improvements in the quality of life were dramatic: sanitation service coverage rose from 49 to 98 percent in eight years, half of the unpaved streets were paved, student enrollment doubled, public housing was built, and bus service expanded to previously neglected neighborhoods. Participatory budgeting “has been shown to improve governance, reinforce democracy, and contribute significantly to the well-being of the poorest citizens.” It has spread across the world, including to at least a dozen cities in the United States. However, its format—and accordingly, its transformative potential—differs widely by jurisdiction.

Pateman views participatory budgeting (in its most robust
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form) as a prime example of participatory democracy in action because it transfers decision-making power to citizens.\footnote{Carole Pateman, Participatory Democracy Revisited, 10 Persps. on Pol. 7, 10 (2012).} This transformative potential is largely missing in land use decision-making.

Not surprisingly, where public participation in land use decision-making has had a meaningful impact for marginalized communities, it has tended to be in forms other than the formal hearing process. In various settings, neighborhood residents have asserted themselves in planning processes, gaining expertise and using an array of techniques, including design charrettes, impact assessments, land use mapping, and visual survey techniques.\footnote{See Arnold, supra note 393, at 476; see also Bezdek, supra note 146, at 6.} Many neighborhoods operate community development corporations that allow them to direct their own neighborhood development.\footnote{Lemar, supra note 386, at 1097 (“For decades, the community development movement furthered accountable development by undertaking projects directed by community residents acting through locally controlled nonprofit, mission-motivated organizations.”).}

In line with these innovative strategies, experts agree that relying solely on a post-planning public hearing model is inadequate. Surveying the literature and real-life examples, Bezdek concludes that meaningful public participation requires purposeful design of participatory processes, public involvement early in the planning process, transparency as to how the process will unfold and who will be involved, and inclusive and equitable outreach to “members of communities historically burdened by mal-distributed environmental and economic siting decisions.”\footnote{Bezdek, supra note 146, at 50; see also McFarlane, supra note 145, at 930–31.} Professor Audrey McFarlane stresses that public participation requires “hard law,” rather than soft norms, along with enforcement mechanisms so that communities have leverage to ensure that participatory requirements are followed.\footnote{McFarlane, supra note 145, at 929–31.} As Arnstein established decades ago, participation and power are intertwined and often in tension. Without attending to this friction, public participation in the datafied society is doomed to fail.

CONCLUSION

Public participation is touted as a desirable addition to regulating algorithmic systems, particularly with regard to the emerging tool of algorithmic impact assessments. This results from an increasing recognition that data-centric technologies have disproportionately harmful impacts on marginalized people. Yet, public participation in the datafied society has been undertheorized and risks becoming a form of “window dressing,” in which the views of marginalized people are solicited and then ignored, while giving cover to the entities that deploy the systems. In designing public

\footnote{McFarlane, supra note 145, at 930–31.}
participation mechanisms for the datafied society, we do not need to start from scratch. There are ample lessons from other regulatory regimes that similarly impact the needs and interests of marginalized people.

Public participation mandates in the areas of environmental regulation, anti-poverty programs, and land use have a mixed record in terms of empowerment and equity. When they work, it is because the participatory mechanisms themselves were intentionally designed with input from impacted communities. Moreover, public participation is more likely to be meaningful when logistical barriers to participation are removed, the expertise of impacted communities is valued, the law contains enforceable requirements for participation, capacity building is part of the participatory plan, and the public has an opportunity to shape outcomes rather than to simply comment on a preexisting plan. Public participation is also an ongoing process; it needs to be included at all phases of a project, from the decision to adopt an algorithmic system, to design and development, to deployment, to ongoing monitoring. Of course, we also need to expand our vision beyond existing public participation regimes and their largely analog methods. There is emerging research on public participation tools in algorithmic systems, including technologies for engaging citizens, such as platforms for crowdsourcing, civic consultation, online petitions, and online citizen panels.411

Public participation is most essential with regard to algorithmic systems that can adversely impact people, that is, leave them worse off than if they had never been subject to the system. Thus, it should be incorporated into both public and private systems that risk disparate impacts on people protected by antidiscrimination laws. In addition, public input can improve automated decision-making systems that act as gatekeepers to basic, human needs, such as those that determine access to housing, employment, health care, education, financial services, and public benefits. Other systems that would benefit from public input include those that deploy novel technologies that rely on personal data, such as biometric systems, those that rely on sensitive categories of data, those that surveil marginalized communities, and those that implicate ethical dilemmas, such as computer assisted vehicles. The stakes go beyond individual people. Our communities are stronger when algorithmic systems are designed with justice and equity in mind. Without public input into the data-centric technologies shaping our lives, democracy itself is at risk. Thus, to move beyond window dressing is to open the window to a better future for everyone.